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Equilibrium Action domain A, = {x ERL0<Sx; < 1Lx; 4+ +x, = 1} be the (n — 1) dimensional simplex
Linear Payoff x- Ay, e; - Ax = (Ax);
Indifference set Zij = {x; (Ax); = (Ax);}
Best Response BR(x) = argmax(y - Ax) Lf {y'ed;y-Ax <y’ Ax,Vy € 4}
yea

(strict) Nash Equilibrium . . def A o . i
X €AisNE = x-AX <X-AX,Vx € A, strict inequality for strict NE

X€AisNE & X € BR(X)

X €AisNE & 3c ER,X; > 0,(4X); = ¢ > Vij,X € Z;;

Evolutionary stable equilibrium (ESS
Y g (ESS) fEAisESSd=efEIE>0,x-A(6x+(1—€)5E)<J?-A(6x+(1—€)58)

2eNisESS £ 36> 0,vy € B.(x),y Ay <% - Ay
% € int(A) is an ESS — % is the unique NE

Coarse Correlated Equilibrium
(CCE, no-regret set) (pij) € CCE & z apjpij < z a;jp;j and z b;jipi; < Z bij pij
! [ Tj T TJ
Correlated Equilibrium (CE)
(ij) € CE “’Zai’k Pir < Zaik pi and Zbu' pij Szsz pij
[ [ T 1

{strict NE} c {ESS} c {NE}
|(NE} c {CE} c {CCE}

Replicator Dynamics (one Dynamics ; ;
population) Y X = xi((Ax)i —Xx Ax)'l =1..,n
d Xi Xi

aity x5 ((Ax)i - (Ax)j)

Convergence A I
‘ Every n X n replicator game has a Nash Equilibrium

NE NE is an equilibrium of Replicator dynamics
X is omega-limit of an orbit x(t), X € int(A). Then % is NE.
X is lyapunov stable. Then X is NE.
ESS ESS is asymptotically stable equilibrium
X € int(A) is ESS, then % globally attracts all initial points x € int(A)

Replicator Dynamics D :
two player ynamics Py(vy) =x-4y, BRy(y) = argmaxees,x - Ay
PB(xvy) =x-By, BRp(x) = argmaxye,,x - By

X; = x; ((Ay)i —-x- Ay)
Vi =Yj ((x"B)j —x- BJ’)

Convergence | Each bimatrix game (A;B) has a Nash equilibrium

Best response Dynamics Dynamics ‘ € BR(x)
X X) =X

% = BR(x) — x, at differentiable x

x = BR(x) is upper semi-continuous

Characteristic curve is continuous, almost everywhere differentiable

Convergence | Assume that (A,B) is a zero-sum game. Best Response dynamics converge to the set of Nash equilibria.

Fictional play dynamics

Dynamics 1 s 1S
p(s) = fo x (W q(5) =< fo y @dus s = et
1 1 1 1
p(s) = ;x(S) - ;p(S) and g(s) = ;y(S) - ;q(S)

x(s) € BRA(q(s)) and y(s) € BRB(p(s)) fors > 1.

1
p() €+ (BR(4) ~p(©) ; §() € - (BRa(p()) ~ a(5))
p(®) = (BRa(a(0) —p(®));4(0) = (BRa(p(®) - q(®)).
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Convergence Fictitious play converges to the no-regret set CCE
Assume that (A,B) is a zero-sum game. Fictional Play dynamics converge to the set of Nash equilibria.
Fiction Play orbits Pareto dominates Nash payoff
Time averages of Replicator Dynamics converge to pseudo-orbits of Fictitious Play
Reinforcement Learning Dynamics
Y Model update Cross Learning gt = (1 —vut)ot + Yulxt, t=1
Erev-Roth Cumulative payoff | 9t+1 = 9t + ufxt, t>1
matching (CPM)
Arthur model 6r+1 = (gt +ufxt)5(t +1_), >
Ct+ut
Action choose Proportional | p(t) = Q°/|Q¢]
Greedy p(Q) = (1-€)BR;(Q)+e(1/n’....1/n)
Softmax 1
softmax;(Q) = =————= exp(Ql/T), ...,exp(Q /T)
S e (@) /1)
Q-learning Dynamics
Y QU*(s) = Q¥(s) + ah - (uf +ymax;QL(s) — Q*(s) - a(®) ) a(t)
S (CLU S LT
de ~ 7| de dt ™
j
dx;
d_tl = x;Ta (ri - Z X1 + (l/r)z xjlog (xj/xi))
J
dxl-
P (Ay)i —x-Ay + (1/7) |-logx; + z x; logx;
J
i e[ B -y - Bx+ (1/0) | ~logyi + Y, logy;
it X)i =Yy bx T 0gyi yjlogyj
J
No-regret Learning . . .
Dynamics o e - Ayt ifx' =g
SWAP{(j-k) =4 "~ .
xt- Ayt ifxt £ e
1 t
DIFF;(jr k) = T Z[SWAP;'(]'- k) —xt- Ay']
i=1
REGRET (j» k) = max(DIFF;(j» k), 0)
1
pitt = ;REGRETj(j*,j)for allj # j*
pitt =1- ijt-“ when j = j*
j%i*
Convergence (Hart and Mas-Colell). Provided we fix u sufficiently large, if player A follows
this algorithm then almost surely REGRETj(j: k) -0
If two player play no-regret learning, the system converges to CE
2IaCkwal:;st|Vt a convex set C € R¥ is approachable for the vector payoff A if for each t and
roachabili oo _
pp Y an probabilities {p?, q‘}i=1t ! there exists a choice pt so that for each choice of g (which player
A does not know before choosing pt), the vectors a; converge to C ast — o
For any closed convex set C the following are equivalent.
1. Cis approachable for the vector payoff A;
2. for each q there exists p so that A(p, q) eEC
3. every half space containing C is approachable.

Connections between
Learning dynamics

FPVs.RD| | The time average of a replicator orbit corresponds to a pseudo-orbit of fictitious play dynamics
Exists hyperbolic orbits in FP, then exists a corresponding orbits in RD

RLvs. FP | | Reinforcement learning with choosing -greedy choices is very closely related to the type
of dynamics one sees in Best Response dynamics and Fictitious Play.

RDvs. RL| | softmax Q-learning with @ = 1/t — 0, the dynamics converges to the usual replicator dynamics ‘
https://arxiv.org/abs/nlin/0408039 ‘
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